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#### Abstract

Three-dimensional (3D) ultrasound imaging and visualization is often used in medical diagnostics, especially in prenatal screening. Screening the development of the fetus is important to assess possible complications early on. State of the art approaches involve taking standardized measurements to compare them with standardized tables. The measurements are taken in a $2 D$ slice view, where precise measurements can be difficult to acquire due to the fetal pose. Performing the analysis in a $3 D$ view would enable the viewer to better discriminate between artefacts and representative information. Additionally making data comparable between different investigations and patients is a goal in medical imaging techniques and is often achieved by standardization. With this paper, we introduce a novel approach to provide a standardization method for 3D ultrasound fetus screenings. Our approach is called "The Vitruvian Baby" and incorporates a complete pipeline for standardized measuring in fetal 3D ultrasound. The input of the method is a 3D ultrasound screening of a fetus and the output is the fetus in a standardized T-pose. In this pose, taking measurements is easier and comparison of different fetuses is possible. In addition to the transformation of the 3D ultrasound data, we create an abstract representation of the fetus based on accurate measurements. We demonstrate the accuracy of our approach on simulated data where the ground truth is known.


## CCS Concepts

$\bullet$ Applied computing $\rightarrow$ Health informatics; • Human-centered computing $\rightarrow$ Visualization design and evaluation methods;

## 1. Introduction

Ultrasound imaging and visualization are commonly used in medical fetus diagnostics [HZ17, VBS*13]. Analysis based on two dimensional (2D) images is common in clinical environments and especially in ultrasound screening [LCEC09]. Loughna et al. [LCEC09] describe fetal size measurement and dating techniques and introduce recommended charts. In order to date the pregnancy and to assess the development of the fetus, the overall growth is an important measurement. The crown rump length (CRL) and the head circumference (HC) are shown to be of great interest in this regard [LCEC09]. Loughna et al. [LCEC09] state that the circumferences are not measured directly, but they are calculated, using the length and the width measured in a 2D slice view. A big challenge in medicine is to achieve comparability between patients and between investigations. Standardization and normalization is one solution that addresses this problem and has been applied to different kinds of diagnostic applications [NUX02]. Gynecologists have to face the challenge of aligning the measurement plane perfectly with the object of interest e.g. the femur of the fetus while coping with the large variety of fetal poses [FH89]. Using 3D ultrasound instead of 2D would enable taking measurements after
the screening without having to perform the alignment [VBS* 13 ]. The images and also the volumetric data cannot be compared directly between screenings of different timepoints or different fetuses without standardization.

With this work, we propose standardization in terms of prenatal 3D ultrasound investigations. Our main contribution is a novel, comprehensive pipeline to transform 3D ultrasound data of a fetus to a standardized T-pose in a semi-automatic way, to automatically take accurate measurements and visually compare growth patterns with average growth values. Our workflow is called "Vitruvian Baby" and provides an interface not only for the standardization of the fetal position, but also for the exploration of the measurements taken from the standardized result. Furthermore, we introduce an abstract representation of the fetus which enables fast and accurate comparison between the automatically taken measurements and standardized growth information.

## 2. Related Work

Ultrasound is an acoustical investigation that is susceptible to various noise-induced artifacts. Therefore, Solteszova et al. [SBS* 17] introduced a filtering to regions of the volume which have a poten-


Figure 1: The Vitruvian Baby workflow from left to right: The input of the workflow consists of 3D ultrasound screening data of a fetus, which is afterwards pre-processed to segment the fetus. Then the rigging and weighting is performed before transforming the fetus to a T-pose. Post-processing is applied to reduce artifacts and to obtain a clean result. In addition, the result is presented in an abstract way including automatically created measurements, to support comparability
tial effect on the image. The volumetric area which is perceivable during an ultrasound investigation is limited, therefore, techniques to generate compound volumes on the fly are important [VBS* 13 ]. Bagci et al. [BUB10] stated that standardization describes techniques that can be used in order to cope with inter- and intra-subject variations. Miao et al. [MMNG15] proposed that the usage of an abstract version of the data provides more insight and comparability, and introduced a standardized representation of the Circle of Willis, a circulatory anastomosis that supplies blood to the brain. Miao et al. [MMK $\left.{ }^{*} 17\right]$ also presented a technique to visualize the MRI imaging data of the in utero placenta in a standardized way.
Rigging and reformations Shapiro et al. [SFW* 14] introduced an automatic rigging method using voxels. Bharaj et al. [BTST12] presented a procedure to automatically rig a character by using a joint mapping technique based on point clouds and clustering. These approaches assume a standardized pose as an input and are therefore not applicable in our context. Manual rigging is the process of defining the position of a predefined skeleton or armature in a mesh or volume. Finet et al. [FOA* 14] introduced Bender, an open source 3D Slicer [PHK04] extension that provides tools for efficient rigging, weighting, model posing and morphing. MagnenatThalmann et al. [MTLT88] proposed a linear blend skinning technique, where a heat distribution plot is created between the segments of the armature, which is used to define which voxels are affected by a movement of the given segment. This type of weighting is also implemented in Bender [FOA* 14] and used in our workflow. Kreiser et al. [KMM*18] discussed different approaches for bone based reformations in their survey. Raidou et al. [RCMA* 18] presented Blade Runner, a flattening and unfolding approach to visually analyze correlation. Raidou et al. [GKGR18] also introduced a technique to analyze distortions of volumes. Providing an abstract representation of complex spatial data is a way to reduce information overload and potentially reduce analysis time.

In general, related work provides different approaches that could be adapted for our purposes, but does not provide an integrated solution which can address the entire workflow from the pre-processing to the identification of unnatural growth patterns
through measurements. The presented rigging and weighting approaches are only sparsely applicable for the voxel data provided by ultrasound screening. Standardized views on the 3D ultrasound data of the fetus can provide comparability between screenings on different timepoints or between different fetuses, which is the main purpose of introducing "The Vitruvian Baby". As an additional form of standardization, we introduce an abstract representation of the fetus aimed at making the measurement data comparable and easily understandable at a glance.

## 3. The Vitruvian Baby

The Vitruvian Baby is a workflow that enables the transformation of the data of a 3D ultrasound screening of a fetus to a standardized T-pose. Furthermore, it provides an abstract representation of the fetus, including the measurements and the deviation from standard growth. Figure 1 visualizes the complete workflow. The workflow takes the result of a 3D ultrasound screening of a fetus as input data. First, the data is pre-processed to segment the fetus in the data, then the fetus is rigged and weighted. The next step is to transform the data to a T-pose. Due to the fact that artifacts may occur during the transformation, the post-processing pipeline aims to clean the result. In addition to the transformed fetal ultrasound data, an abstract representation of the fetus, including measurements, is created. The abstract representation provides another form of standardization and enables a neutral communication with the parents.

The first step is to load the data. Our workflow expects the voxel data of the 3D ultrasound screening as the input source data, including the whole fetus in a single acquisition. The preprocessing pipeline used in this application includes thresholding to distinguish between background data and the data belonging to the fetus. A largest connected component analysis using a 3D 18-neighborhood is performed to extract the fetus. Rigging is performed using Bender, as presented by Finet et al. [FOA* 14]. The "armature" module of the software can be used to create and place an armature in a model. After considering different approaches, we chose to perform this step in a manual way involving user interaction, in order to incorporate domain knowledge into the rig-


Figure 2: From left to right: the initial arm pose, the forearm with the same origin of the coordinate system as the upper arm, the result after the rotation of the forearm in the same direction as the upper arm, and the result after performing the transformation around the connection point between the upper arm and the forearm.
ging process. The weighting of the data is performed using Bender [FOA $\left.{ }^{*} 14\right]$. The output of this step is a volume which includes the mapping for each voxel to one of the armature segments. We used a linear blend skinning approach for the weighting of the voxels. The weighting may be adjusted manually, e.g., in case of extremities touching the body of the fetus, where voxels belonging to the torso are linked to armature parts of the extremities and would be difficult to separate.

Transformation The transformation is performed automatically based on armature and volume input. First the volume is split into the parts that will be transformed by using the weighting information. The basic idea of the approach is to transform each segment of the armature with respect to the segment it is attached to. In some special cases, such as the leg transformation, a rotation is performed in the direction of the spine instead of the attached segment, which would be the hips. In order to visualize this transformation process, the left arm of a model is shown in the example visible in Figure 2. The visualization of the initial pose is the first picture in Figure 2. First the forearm is shifted to the head of the left upper arm. This amounts to positioning the coordinate system to the head of the left upper arm. The shift is visible in the second image of Figure 2. The result of the transformation in this example should be that the forearm faces directly in the same direction as the upper arm. First, we need to obtain the axis of rotation, and secondly, we need to calculate the angle between the two vectors, representing the forearm and the upper arm. The angle of rotation is calculated by $a=u \times v /\|u \times v\|$, where u and v are the two vectors and a is the axis of rotation. The angle between the vectors is then calculated by $\alpha=\arccos (u \cdot v)$. Based on this information, one can calculate the rotation matrix about this arbitrary axis using the information provided by McDonald [McD06]. Before representing the rotation matrix, two further calculations have to be made, namely $c=\cos (\alpha)$ and $s=\sin (\alpha)$. The rotation matrix is presented in Equation 1:
$M_{r}=\left[\begin{array}{ccc}a_{x}^{2}(1-c)+c & a_{x} a_{y}(1-c)-a_{z} s & a_{x} a_{z}(1-c)+a_{y} s \\ a_{x} a_{y}(1-c)+a_{z} s & a_{y}^{2}(1-c)+c & a_{y} a_{z}(1-c)-a_{x} s \\ a_{x} a_{z}(1-c)-a_{y} & a_{y} a_{z}(1-c)+a_{x} s & a_{z}^{2}(1-c)+c\end{array}\right]$

McDonald states that $a$ should be a unit vector, because the matrix would not represent a rotation if this is not the case [McD06]. The equation $v_{r}=M_{r} u$ calculates the rotation of a vector to point in the same direction as a given goal vector. Applying the rotation matrix to the given example, we obtain the third image in Figure 2. In this image, also the hand has been rotated in direction of the
forearm in the same way as described. The fourth image of Figure 2 shows the result after shifting the forearm and the hand back to the connection point between the upper arm and the forearm. The artefacts visible in this example originate from the weighting of the voxels.

The next step consists of the post-processing of the results. We apply a largest connected component analysis. This step aims to remove artifacts that do not belong to the fetus. Another step applied in the post-processing is a filtering step to make the result look smoother. We chose a Gaussian smoothing with a $\sigma$ value of 1.0. Other possible values may range from 0.5 to 2.5 , depending on how much detail should be preserved.

The last step of the pipeline is the analysis, which has the aim to obtain insight from the transformed data. In addition, The Vitruvian Baby workflow includes the creation of an abstract representation of the fetus. The representation includes the measurements of the extremities as well as the neck, as shown in Figure 3. It also displays comparison to standard growth patterns of the fetus. To this end, we use a puppet representation consisting of cylinders, cones and spheres. The measurements are presented as numbers in millimeters beside the corresponding elements. Due to the fact that the transformed fetus data in a T-pose includes artifacts and does not reflect a natural depiction of a fetus the puppet also enables an neutral communication with the parents and an additional standardization of the fetus.

In order to provide meaningful arrangements of the puppets presenting the actual and a standard growth of the fetus, we used the techniques described by Gleicher et al. [GAW* 11]. We decided to encode the measurements of the fetus explicitly in the abstract representation, i.e., the length of the different geometric objects is proportional to the measured length of the representing parts of the fetus. To enable the comparison between the actual measurements of the fetus and the average growth we used two different comparison techniques, namely juxtaposition and superposition. We provide two possibilities for the juxtaposition technique. One presents the average growth as a gray puppet posterior or behind the puppet representing the fetus as shown in the first image of Figure 3. The other option is to place the average growth puppet lateral from the fetus puppet, as presented in the middle image of Figure 3. We also support comparison via superposition, which we achieve by showing a silhouette of the average growth superimposed on the fetal puppet representation, visualized in the right image of Figure 3.

In addition to the spatial comparison techniques, we use color as an additional channel to encode deviation from standard growth. We use a diverging and discrete colormap from dark green to white to dark purple with seven categories, as is shown in Figure 3. Standard growth is encoded as white, larger growth is represented by purple, while smaller growth is visible as green. The deviation from the standard growth is categorized into three categories per deviation type. We chose the category borders to represent the usual confidence intervals of $99 \%, 95 \%$ and $90 \%$ in one-sided confidence intervals. These are then mapped to one color each. We chose a deviation of $1 \%$ larger or smaller to be in the normal range. Between $1 \%$ and $5 \%$ is the first level of deviation, between $5 \%$ and $10 \%$ the second, and larger or smaller than $10 \%$ constitutes the most extreme variation from the average.


Figure 3: From left to right: the representation of the fetal measurements with color encoding the deviation from the average in front and standard growth in gray, the measurements and the standard growth side by side, and the abstract presentation with the standard growth as a silhouette outline.

## 4. Results

We use a model of a human given in a T-pose to validate our method quantitatively and qualitatively, and in addition also apply our approach to a phantom 3D ultrasound screening of a fetus. The model of the human can be transformed into different fetus-like poses using Blender [Fou19] and is available online, licensed by the Royalty Free License [Squ10]. Blender works with a surface representation of the 3D models, therefore a voxelized model has to be created, e.g., by using the $s t l-t o-$ voxel Python script introduced by Pederkoff [Ped15]. The head is affected by some artifacts which occurred during the mesh to voxel transformation. As the measurements taken from the fetus have to be precise and correct, we measure the performance of the approach by calculating the similarity of the head to toe measurement, and the span measurement from finger to finger between the resulting T-pose and the original Tpose. In order to determine the average result accuracy, we tested our workflow on seven different poses to resemble positions in the womb [FH89]. The results are shown as a bar chart diagram in Figure 4 for comparison. Figure 4 also shows all the poses that have been used for testing as well as the resulting T-pose. The average finger to finger span measurement similarity is $91,08 \%$ and the similarity of the head to toe measurement is even higher at $94,05 \%$.

Fetus phantom In addition to validating our approach on model data, we also applied our approach on a phantom 3D ultrasound screening of a fetus, which is displayed in Figure 1. The dataset provided by Cortes et al. [CKM*16] unfortunately does not include the feet in the ultrasound acquisition. First, we applied a filtering with a threshold function where all values greater than 60 are used. The next step is a largest connected component filtering where we removed detached particles from the dataset. The result after this step is shown in the third image of Figure 1. After the rigging, weighting, and transformation, we apply a post-processing procedure. The result after the first and the second step of the post-processing is presented in the fifth and sixth image of Figure 1. The Gaussian smoothing with a $\sigma$ of 1 creates the result shown on the top right in Figure 1. The abstract representation of the fetus is shown in Figure 3. In order to show the functionality of the representation, we prepared a sample dataset representing an irregular growth of the right side of the fetus. As shown in Figure 3, the right upper arm, forearm, and hand of the fetus are too short. In addition, the right femur and the right foot are too long. All the other segments of the fetus are within a normal range of growth. The results show that


Figure 4: Chart representing the finger to finger measurement similarity in blue and the head to toe measurement similarity in gray, between the result of the method and the ground truth. The legend shows the input pose and the results of our method.
the accuracy of the unfolding in terms of measurement precision is quite high but there are artifacts included in the data after the unfolding. Therefore the standardized puppet representation may be more suitable for a parent doctor communication.

## 5. Conclusion and Future Work

We presented an approach for the transformation of fetal ultrasound investigation data to a standardized pose and the generation of an abstract representation of fetal measurements. Standardization was already introduced in several areas of medical imaging [MMNG15, OGH* 06, NUX02], and in case of fetal screening, it would enable longitudinal and latitudinal comparison of fetal development. The measurements of the fetus are taken automatically after the transformation. The transformation of the surface of the fetus, gathered by mesh generating algorithms would possible lead to more visual appealing results, but would also result in losing details of the data. We assessed the performance of our solution by using model data where the ground truth is known [Squ10], as well as a phantom ultrasound acquisition $\left[\mathrm{CKM}^{*} 16\right]$. The process of rigging can be very tedious, therefore a semi-automatic approach might be an improvement. A domain expert should get the opportunity to
have a look at the rigging result, and if needed, he or she should be able to adapt the positioning of the segments and joints in the data. In the future, we would also like to conduct an extensive evaluation with clinical users. The domain knowledge of gynecologists, radiologists, and also radiographers would be beneficial to further refine our approach and adapt the tool adequately. As it stands, The Vitruvian Baby workflow allows standardized measurements in 3D fetal ultrasound with the goal of improving growth analysis and comparison between multiple acquisitions and standard growth.
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